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Diffusion

1. What is diffusion and how does it work ?
2. Conditioning diffusion to match a description ?
3. Diffusion for 3D !

I didn’t knew anything about diffusion 10 days ago so please interrupt me if:

- You don’t understand anything I’m saying and want me to clarify
- You want to add more details you know
- You want me to stop explaining useless math things because it’s too painful
- I’m saying stupid things

Key ideas for each slide in red here 



History

First results mainly p.o.c. (cifar, texture synthesis, etc)
Sohl-Dickstein et al., 2015 -> Nonequilibrium Thermodynamics

“DDPM”: Realistic faces, churches, bedrooms, etc.
Ho et al. 2020,

+ 5 yrs

Papers on Diffusion



“Diffusion models beat gans on image synthesis.” (SoTA + conditional generation)
Nichol & Dhariwal (2021)

DDPMBigGAN Real



State of the art:

Compositional Generalization!



A generative model.



Overview

Gaussian Noise

Learn how to reverse

 Ho et al. 2020 The Markov chain diffusion process of generating a sample

Fixed linear schedule



Backward

Step Independent Computation is key for the training to be tractable Sohl-Dickstein et al., 2015

https://arxiv.org/abs/1503.03585


Forward

Close form transition kernel conditioned on  

 Sohl-Dickstein et al., 2015

                          ModelOriginal:                                

Ask the model to denoise -> estimate the mean and variance of the applied noise

https://arxiv.org/abs/1503.03585


   Variational Lower Bound Loss

Loss Derivation

           Expanding VLB 

Entropy

Constant - can be ignored

Actual Loss

 Sohl-Dickstein et al., 2015

Markov Property Reverse TrajectoryForward Trajectory

Train it using a single loss at time t

https://arxiv.org/abs/1503.03585


Loss 

 Sohl-Dickstein et al., 2015

Denoising

Ignored by Ho et al. (2020) and denoted                           Loss

Step Independent Computation

                          ModelTransition Kernel

Ask the model to denoise

https://arxiv.org/abs/1503.03585


Training

Ho et al. (2020)

https://arxiv.org/abs/1503.03585


Sampling

Ho et al. (2020)

https://arxiv.org/abs/1503.03585


Interpolation

Ho et al. (2020)

must be kept the same across all steps.

https://arxiv.org/abs/1503.03585


Why does it work?

Freq. Freq. Freq.

 Fourier Transform

cvpr2022-diffusion

Large t Small t

Low frequency dominance of image responses                  high frequency information is perturbed faster.

https://cvpr2022-tutorial-diffusion-models.github.io/


You all know everything about 
how diffusion works know

Let’s dive into some fun stuffs now



Conditioning the Model

Sample with:

Conditional Unconditional

good balance between FID (distinguish between synthetic and 
generated images) and IS (quality and diversity)

Classifier Free Guidance

E.g. The network can be a UNET and c can be a BERT embedding.

Ho & Salimans (2021) 

Conditional Model: 

An astronaut riding a horse in a 
photorealistic style



Proof

gradient of the log likelihood of an 
auxiliary classifier model pθ(y|x_t)

Bayes formula



Latent Space Diffusion

~

Rombach, Blattmann, et al. (2022)

Ramesh, et al. (2022)

DALLE-2

Stable Diffusion

Directly predicts the denoised 
(instead of the noise)



Latent Space Diffusion Stable Diffusion, Rombach, Blattmann, et al. (2022)



DREAMFUSION, Poole et al. (2022)



DREAMFUSION, Poole et al. (2022)

create 3D models that look like good images when rendered from random angles



3D-Diffusion, Watson et al. (2022)

https://docs.google.com/file/d/1bq-smVZG0U_d7jcKBc992DJayrABbWff/preview


3D-Diffusion, Watson et al. (2022)



3D-Diffusion, Watson et al. (2022)




